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Hyperbolic decay of the Dst Index during the recovery phase
of intense geomagnetic storms
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[1] What one commonly considers for reproducing the recovery phase of magnetosphere,
as seen by the Dst index, is exponential function. However, the magnetosphere
recovers faster in the first hours than in the late recovery phase. The early steepness
followed by the late smoothness in the magnetospheric response is a feature that leads
to the proposal of a hyperbolic decay function to reproduce the recovery phase instead of
the exponential function. A superposed epoch analysis of recovery phases of intense
storms from 1963 to 2003 was performed, categorizing the storms by their intensity into
five subsets. The hyperbolic decay function reproduces experimental data better than what
the exponential function does for any subset of storms, which indicates a nonlinear
coupling between dDst/dt and Dst. Moreover, this kind of mathematical function, where
the degree of reduction of the Dst index depends on time, allows for explaining different
lifetimes of the physical mechanisms involved in the recovery phase and provides new
insights for the modeling of the Dst index.
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1. Introduction

[2] As a result of the solar wind‐magnetosphere coupling,
there is energy transfer into the inner magnetosphere. Plasma
sheet ions were thought for many years to be energized and
trapped on closed drift paths producing a symmetric ring
current around the Earth. The strength of the ground distur-
bance produced by the gyration and drift of these ions was
quantified by the hourly Dst index [Sugiura and Kamei,
1991], calculated by averaging horizontal magnetic devia-
tions observed at four low‐latitude stations. This index was
considered ameasure of the ring current intensity reporting on
the total energy of ring current particles through the Dessler‐
Parker‐Sckopke (DSP) relation [Dessler and Parker, 1959;
Sckopke, 1966].
[3] Looking at the Dst index, the main feature of a geo-

magnetic storm is a depression, corresponding to the main
phase of the storm, lasting between approximately 3 and 12 h,
which is followed by a slower recovery during which Dst
increases back toward zero over hours to tens of hours
(recovery phase) because of the ring current decay. The
minimum value reached by Dst index corresponds to the
peak value and it is considered a magnitude of the intensity
of the storm, so a storm is considered intense if the Dst peak
value reaches at least −100 nT [Gonzalez et al., 1994].
[4] At present the ring current is considered the dominant

contributor to the Dst index, although it is influenced by

other current systems such as the magnetopause, magneto-
tail, and induced Earth currents. However, the idea of a
symmetric ring current remains only for the late recovery
phase. As energetic ions from the plasma sheet are convected
deep into the dipolar regions under the action of enhanced
convection electric field, an intense asymmetric ring current
(partial ring current) develops. The injection model, first
proposed by DeForest and McIlwain [1971], predicted that
the ring current was asymmetric only as long as injection
continues, that is, in the main phase of the storm. However, it
is now understood that the partial ring current far exceeds the
symmetric ring current throughout the entire main phase and
into the very early recovery phase of moderate and intense
geomagnetic storms. Several papers have considered this
issue from a theoretical point of view [e.g., Takahashi et al.,
1990; Ebihara and Ejiri, 1998, 2000; Jordanova et al., 1998;
Liemohn et al., 1999, 2001; Kozyra et al., 2002; Kozyra and
Liemohn, 2003; Liemohn and Kozyra, 2005] and from an
observational one [e.g., Greenspan and Hamilton, 2000;
Jorgensen et al., 2001; Mitchell et al., 2001; Pollock et al.,
2001; Søraas et al., 2002, 2003]. The asymmetric ring cur-
rent is a consequence of the energetic injected ions which
move on open drift paths once through the inner magneto-
sphere before they pass through dayside magnetopause
[Liemohn et al., 1999, 2001; Kozyra et al., 2002; Daglis and
Kozyra, 2002; Fok et al., 2003; Burch, 2005; Kalegaev et al.,
2008]. As the early recovery phase of the storm begins, the
convection electric field weakens. This decrease turns open
drift paths into closed ones forming the symmetric ring cur-
rent. At the end of the early recovery phase, ∼80–90% of the
remaining ring current energy is trapped in closed drift paths
[Daglis and Kozyra, 2002]; a major symmetric ring current
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component only appears in the late recovery phase [Liemohn
and Kozyra, 2005].
[5] Loss of the storm‐time ring current energy (and thus

recovery of the Dst index toward zero) was believed to
occur dominantly through charge exchange with the neutral
hydrogen geocorona. In fact, the decay of large magnetic
storms was split into two phases: an early fast recovery
followed by a slower one, which was believed to be the
result of the large differences between the charge‐exchange
lifetimes of oxygen and hydrogen ions with energies above
50 keV [Tinsley and Akasofu, 1982; Hamilton et al., 1988].
The much more rapid removal of oxygen ions was thought
to be the cause of the fast loss lifetimes during the early
recovery phase. By the end of the early recovery phase, the
ring current was significantly depleted of oxygen ions rel-
ative to protons. The long charge‐exchange lifetimes of the
proton component dominated the late recovery phase. The
preferential removal of oxygen ions by charge exchange in
the early recovery phase was thought to drive the observed
dramatic composition changes that were correlated closely
with the ring current recovery [Hamilton et al., 1988; Daglis,
1997]. Daglis et al. [2003] argued that differential charge‐
exchange loss between hot oxygen ions and hot hydrogen ions
(rapid for the first one and slower for the second) was a major
factor in the two‐phase decay recovery for some storms.
[6] Trying to explain the significant recovery of the Dst

index in the early recovery phase, Feldstein et al. [2000] and
Ohtani et al. [2001] argued that it could be related to a rapid
shut‐off of the tail current. However, O’Brien et al. [2002]
statistically analyzed the recovery rate of Dst for storms with
rapid shut‐off of the convection strength versus those with
gradual shut‐off (continued convection) and they found that
the two groups of storms had statistically identical decay rates.
[7] The changeover from rapid removal at the dayside

magnetopause during the main and early recovery phases to
much slower charge‐exchange removal of trapped ring
current particles during the late recovery phase were also
proposed to account for the two distinctly different lifetimes
that dominate the ring current recovery [Jordanova et al.,
2003; Kozyra and Liemohn, 2003]. That is, continued
convection into the recovery phase caused the initial fast
recovery of the ring current, and a rapid shut‐off of this
flow‐out suddenly stopped this loss process, allowing the
slower loss processes to dominate the recovery time scale.
[8] Other loss processes were also proposed as contributors

to the storm‐time ring current decay: Coulomb collisions
between the hot ring current ions and plasmaspheric particles
[Fok et al., 1991, 1993, 1995, 1996; Jordanova et al., 1998]
and ion precipitation into the upper atmosphere due to the
strong pitch angle scattering of particles into the loss cone by
wave‐particle interactions (especially electromagnetic ion
cyclotron waves) [Kozyra et al., 1997; Jordanova et al.,
1997, 2001]. Walt and Voss [2001] concluded that wave‐
particle interactions elevate particle precipitation losses to a
level capable of producing a rapid initial recovery of the ring
current. However, Kozyra et al. [1998, 2002] and Liemohn et
al. [1999] stated that although the removal of ions from open
drift paths by charge‐exchange interactions and precipitation
decreased the ring current lifetime even further, these were
secondary effects. Other studies have shown that wave‐
induced particle precipitation is a minor component of the
total loss rate from the ring current [e.g., Jordanova et al.,

1998, 2001; Søraas et al., 2002, 2003; Khazanov et al.,
2002, 2003].
[9] Liemohn and Kozyra [2005], based on idealized

simulations of ring current decay, concluded that differential
charge‐exchange loss rate of hot O+ and hot H+ could not
produce a two‐phase decay. However, they showed that a
two‐phase decay can only be created by the transition from
flow‐out to charge‐exchange dominance of the ring current
loss. They also showed that flow‐out loss was the only pro-
cess with sufficient intensity and variability to cause a sudden
increase in the ring current energy loss lifetime.
[10] On the other hand, a number of studies have previ-

ously examined the decay time of both single and double
exponential fits to the recovery phase of the Dst index
[Burton et al., 1975; Hamilton et al., 1988; Ebihara et al.,
1998; Dasso et al., 2002; Kozyra et al., 2002; Weygand
and McPherron, 2006; Monreal MacMahon and Llop,
2008]. The exponential fits are based on the assumption of
decay rate of the ring current is proportional to the energy
content of the ring current (through the DPS relation), that
is, on a linear dependence of the dDst/dt on Dst. In doing so,
the temporal evolution of the Dst index (after correcting
from magnetopause and magnetotail currents) is modeled
in terms of an injection function, Q(t), and a recovery char-
acteristic time scale, t, leading to an exponential decay for the
corrected Dst index.
[11] Different recovery characteristic times have been

proposed. Burton et al. [1975] proposed a constant value of
7.7 h. Fenrich and Luhmann [1998] first considered the
influence of the convective electric field (Ey) on the recov-
ery time and proposed two different t values (3 and 7.7 h)
depending on whether the magnitude of Ey was lower or
greater than 4 mV/m, respectively. Revising this relation-
ship, O’Brien and McPherron [2000] proposed an expres-
sion for t as a function of Ey. With regard to the accuracy in
reproducing the recovery phase of the Dst index,Wang et al.
[2003] proposed that the t dependence on solar wind was
related to not only Ey but also to dynamic pressure.
[12] The influence of the intensity of the storm on the

recovery time has also been studied. Prigancová and
Feldstein [1992] distinguished two stages in the recovery
phase with two different t values: t = 1 h (t = 0.5 h for the
most intense storms) for the early stage of the storm recovery
phase and t = 5–10 h for the late stage. More recently, Dasso
et al. [2002] proposed a mean value of t = 14 ± 4 h, which
decreased with the intensity of the storm. However, there was
no empirical or theoretical function that quantified the
dependence of t with the intensity of the storm.
[13] Against this backdrop, a new proposal is made in this

paper to model the recovery phase of geomagnetic storms,
as shown by the Dst index, based on a new decay function
that better fits experimental data and considers the depen-
dence of the recovery time on the intensity and time. This
new function, the hyperbolic decay, is consistent with the
loss processes associated with different lifetimes at different
stages and different storm intensities, as described above.

2. Recovery Phase Modeling: Exponential
Function Versus Hyperbolic Decay Function

[14] Exponential decay function, Dst(t) = Dst0e
−t/t, com-

monly used to model the recovery phase of geomagnetic
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storms, assumes that the degree of reduction of Dst, defined
as −(dDst/dt)/Dst, is independent of time and of Dst0
(minimum value of Dst index). In fact, the degree of
reduction of exponential function is 1/t, t being the char-
acteristic recovery time. However, as described above, dif-
ferent decay processes are involved at different stages of the
recovery phase of a magnetic storm and therefore in the Dst
index. On the other hand, different recovery times have been
proposed in the literature depending on the intensity of the
storm. Therefore, a recovery characteristic time, dependent
on time and Dst0, would be expected.
[15] A notable distinction exists between exponential

function and hyperbolic decay function insofar as the degree
of reduction of the decaying magnitude (in this case Dst
index) is concerned. If Dst in the recovery phase of a geo-
magnetic storm is described by the hyperbolic decay function
as Dst(t) = Dst0

1þt=�h
, the degree of reduction of Dst, as defined

above, is 1
�hþt. Thus, the degree of reduction of the hyperbolic

decay function decreases monotonously with time instead of
being a constant value (1/t) as in the exponential decay one.
[16] Another key difference arises considering the mod-

eling of temporal evolution of the Dst index by a hyperbolic
law instead of an exponential one: if the coupling of the
dDst/dt on Dst is linear, then it results in an exponential
decay law, but if the coupling becomes nonlinear, that is,
dDst/dt / Dst2, then the hyperbolic law represents the
corresponding solution of the problem [Pop and Li, 1993].
[17] Concerning the meaning of the parameters involved

in both decay functions: hyperbolic and exponential, it is

important to note that both approach a zero value when time
goes to infinite and the same value (Dst0) when time goes to
zero, that is, to the intensity of the storm. As a result, the
meaning of the parameter, Dst0, is the same for the two
decay functions: the initial value of the function. On the
other hand, the meaning of the corresponding “recovery
time” (t or th) differs from the exponential function to the
hyperbolic function. In the first one, t represents the time
needed to reach the initial value divided by e, while for the
second one th represents the time needed to reach the initial
value divided by 2. Thus, although both recovery times have
a different meaning, for comparison purposes in the context
of the previous studies, it would be useful to consider the
time needed for hyperbolic function to reach the initial value
divided by e, that is, th(e − 1).
[18] An outstanding difference between hyperbolic and

exponential decay arises when both functions are supposed
to reproduce experimental data that reach 1% of the initial
value (which is comparable to the end of the decay) for a
fixed time interval. In doing so, the exponential function
will last a time t = 4.6t while the hyperbolic function will
need t = 99th. As the time interval is fixed, it should be the
same for both functions, and then the relationship between
both recovery times is th ≈ 0.05 t. As a consequence, the
curvature of the hyperbolic function (obtained as the inverse
of the second derivative of the function) at initial stages is
1.25 × 10−3 times less than the curvature of the exponential
function, which evidences that the hyperbolic function will
provide a steeper response than the exponential function for

Figure 1. Superposed epoch plot corresponding to the mean recovery phases of different subsets: from
−100 to −150 nT (filled dots), −150 to −200 nT (empty dots), −200 to −250 nT (filled squares), −250 to
−300 nT (empty squares), and less than −300 nT (crosses).
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decaying 99% of the initial value during the same time
interval.

3. Selection of Storms and Superposed Epoch
Results

[19] Every intense storm (Dst < −100 nT), from 27
November 1963 to 31December 2003was considered for this
study. This period includes all definitive Dst data available
from the World Data Center of Geomagnetism, Kyoto, at
http://swdcwww.kugi.kyoto‐u.ac.jp/.
[20] Recovery phases, starting at Dstpeak (minimum of

Dst), were analyzed to select the “pure recovery” events.
Therefore, those storms with dips that arise during the
recovery phase, which indicate that a substantial injection of
energy is taking place, have been excluded from the anal-
ysis. However, storms with several dips in the main phase of
the storm, that is, before the Dstpeak value is achieved, have
been considered for this study.
[21] Insofar as the significance of the dip is concerned, the

relative amount of energy input during the recovery phase
between different Dst dips is considered the most appro-
priate signature to check if the event can be considered a
“pure recovery” event. The criterion applied is that a neg-
ligible injection of energy is taking place when the dip does
not exceed 15% of the Dstpeak value. Finally, 148 storms from

1967 to 2003, which do not include a substantial injection of
energy during the recovery phase, are included in this study.
[22] A superposed epoch analysis of recovery phases of

geomagnetic storms has been conducted using zero as the
epoch time for the Dstpeak of every storm and by extending
the epoch time to 48 h. To analyze not only the temporal
dependence of the recovery time but also the intensity
dependence, several subsets have been made of the set of
148 storms based on their intensity. Four subsets, defined by
the Dstpeak, have been made with a dynamic range from
−100 nT to −300 nT, with each subset decrementing by 50 nT,
that is, (−100 nT, −150 nT], (−150 nT, −200 nT], (−200 nT,
−250 nT], (−250 nT, −300 nT]. The subset number 5 includes
all the storms whose Dstpeak values are lower than −300 nT.
The storms of each subset have been averaged and the mean
recovery phase obtained. Figure 1, which shows the averaged
time histories of recovery phases for different subsets, shows
evidence that the recovery phase depends on the intensity of
the storm.
[23] Exponential (blue dashed line) and hyperbolic decay

(red solid line) fittings have been plotted along with mean
recovery phase for the five storm subsets (Figure 2). The
exponential fittings of the five mean recovery phases show
similar features. Although all of them seem to fit well,
considering the r2 value (always bigger than 0.92), the
exponential curve is always above the experimental data
during the first 4–6 h (epoch time) and from 30 h of the

Figure 2. Exponential (blue dashed line) and hyperbolic decay (red solid line) fitting with the mean
recovery phase (dots) of the storm subsets. The corresponding subset is indicated in each plot.

AGUADO ET AL.: HYPERBOLIC DECAY OF THE DST INDEX A07220A07220

4 of 7



recovery phase; otherwise, it is under experimental data. This
indicates that the recovery of magnetosphere is faster than
that of the exponential function during the initial stage, and
slower during the late stage, suggesting thereby a hyperbolic
decay function to explain the evolution of Dst.
[24] Figure 2 also proves that a hyperbolic function is a

better approach than an exponential function for experi-
mental data. From the values of r2 over 0.99 for every mean
storm, one can conclude that the magnetosphere recovers as
a hyperbolic function, with a degree of reduction of Dst that
decreases in time.
[25] Figure 3 shows a scatterplot of the parameters

obtained from the fitting of the hyperbolic function for each
mean recovery phase of different subsets: th versus Dst0. At
first glance, Figure 3 suggests a linear dependence between
the recovery time, th, and the intensity of the storm. A linear
fitting provides the regression function th = (20 ± 1) +
(0.029 ± 0.005)Dst0, with r2 = 0.92. The lowering of the
r2 in the curve is related to the deviation of the point
(−218.3 nT, 12.37 h), corresponding to the subset including
those geomagnetic storms with Dstpeak value between
−200 nT and −250 nT (subset 3). This fact is made evident by
the new linear fitting removing this point from the regression
(dashed line in Figure 3), where the r2 value increases until
0.999. We have revised the 13 events included in subset 3 by
modifying the criterion for a negligible injection of energy to
dips that do not exceed 5% of Dstpeak value. Only three events
remain in the new subset. The new th value obtained from the
superposed epoch analysis of these three events has been
plotted in Figure 3 with a plus symbol. As can be seen, the
new point follows the trend of the other points included in
the graph and is close to the dashed line, corresponding to the
linear regression with the higher r2 value.
[26] Although it may be tempting to revise the entire

analysis made in this paper, modifying the criterion for a

negligible injection of energy to dips that do not exceed 5%
of Dstpeak value will not be statistically reliable because of
the drastic reduction in the number of events (from 148 to
26, including the five subsets). An increase in the number of
events available throughout the next years will allow revi-
sion of this work, including a larger sample.

4. Summary and Conclusions

[27] The authors have studied all the intense (Dst ≤
−100 nT) storms from 1963 to 2003 that exhibited a neg-
ligible injection of energy during their recovery phase. Based
on a superposed epoch analysis, the study demonstrates
that the recovery of the magnetosphere is hyperbolic rather
than exponential. From Figure 2 we show that the hyperbolic
decay reproduces accurately experimental data in every
subset, although the recovery time changes from one subset to
another. Moreover, the hyperbolic recovery times are linearly
related to the initial values of the Dst index for every subset
(see Figure 3). Therefore, we can conclude that the recovery
of the bulk magnetosphere after an intense energy transfer
from solar wind follows a hyperbolic law, with a degree of
reduction of Dst depending on time, and where the recovery
time depends linearly on the intensity of the storm.
[28] The recovery time values, obtained for the averaged

storms of different subsets, range between 10.4 to 16.8 h (see
Figure 3), decreasing linearly with the intensity of the storm.
Although these recovery time values are similar to those
proposed in literature for the exponential function decay time
[e.g., Burton et al., 1975; Dasso et al., 2002; Wang et al.,
2003; O’Brien and McPherron, 2000], both recovery times
are not comparable magnitudes.
[29] The above results, which demonstrate that the

hyperbolic decay function fits accurately the recovery of the
magnetosphere, should be used to address the physical
mechanisms involved in the recovery phase of geomagnetic
storms. This problem has dealt previously with a two‐phase
decay (or even more), trying to fit the different stages by
different exponential functions, as stated above. The
hyperbolic function is able to embrace the appearance and
disappearance of different physical processes in a gradual
way and with only one function for the complete recovery
phase. In this way, the dependence on time of the degree
of reduction of the Dst magnitude makes the hyperbolic
function able to explain the existence of diverse non-
linearly coupled loss processes during the recovery of the
magnetosphere.
[30] As a consequence, it is possible that at the early

recovery phase the main mechanism involved is the flow‐
out loss (although the other loss processes are also involved),
with charge exchange as the only mechanism that survives at
the late stage. Moreover, differential charge‐exchange loss
rate of hot O+ and hot H+ ions changing with epoch time can
also be included in a hyperbolic decay function, even if the
different contributions cannot be separated. As pointed out by
Liemohn and Kozyra [2005], charge‐exchange loss lifetimes
depend on the ion energy and the radial distance L. In this
way, although at high energies O+ ions have shorter lifetimes
than protons, and therefore there would be an expected large
loss rate of O+ contributing significantly only early in the
recovery phase, at the low‐energy range injected H+ ions will
be rapidly exchanged, making the H+ loss rate comparable to

Figure 3. Characteristic recovery time from hyperbolic fit-
ting versus the fitting parameter related to the intensity of
the storm, Dst0 (dots) and linear regression curve (solid line).
The dashed line shows the linear regression keeping the point
(−218.3 nT, 12.37 h) out of the sample. The plus symbol cor-
responds to a new analysis of the subset 3 modifying the cri-
terion for a negligible injection of energy to dips that do not
exceed 5% of Dstpeak value (see text for details).
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that of O+. As significant levels of low‐energy H+ ions are
present throughout the recovery phase and the ring current
extends to a wide range of L values, a sudden change is not
expected.
[31] The accuracy of the hyperbolic fitting in reproducing

the recovery phase of Dst index addresses not only the
existence of diverse processes involved in a gradual way but
also the diverse nature of the processes involved: flow‐out,
charge exchange, particle precipitation by wave‐particle inter-
action, and so on. This diverse nature suggests a nonconstant
degree of reduction of Dst index and a nonlinear coupling of
dDst/dt on Dst.
[32] One of the important outcomes of our study is the

proposal of a unique continuous function to model the mag-
netospheric response after a huge injection of energy from
solar wind, which is a great improvement in the modeling of
the Dst index as a function of time. This hyperbolic decay
function denotes a steeper response in the early recovery
phase that allows reproduction of the observations for intense
and severe storms (the aim of this paper) widely related in the
literature.
[33] Concerning the relationship between the recovery

time and the intensity of the storm (or Dst peak value), its
existence and different values for the recovery time were
proposed for different intensity intervals [e.g., Monreal
MacMahon and Llop, 2008 and references therein]. It was
also reported [e.g., Mendes Jr., 1992] that the decay time,
considering Dst intervals, results from discontinuities in the
relation between the ring current dissipation and the cou-
pling function. Instead of a discontinuous function, our
results, as shown in Figure 3, provide a continuous function
of Dst peak value to compute the recovery time.
[34] In summary, this paper provides a new continuous

function to reproduce the entire recovery phase of the
magnetosphere, as shown by the Dst index. The fact that a
hyperbolic law represents the corresponding solution of the
temporal evolution of Dst index means that the coupling
of dDst/dt on Dst is nonlinear. Although the physical
implications of this dependence are still in their beginning,
we sense that in the light of these results a new generation of
models will rise for the temporal evolution of the Dst index
based on the energy balance in the ring current. The replace-
ment of the loss term proportional to the Dst index by a non-
linear term related to the hyperbolic decay function proposed
above is beyond the scope of this paper but will be our aim in
a future work.
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